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A B S T R A C T

To improve ultrasonic testing capability for additively manufactured materials, extreme value statistics is em-
ployed to calculate the experimental confidence bounds of structural noise, which can be treated as time-de-
pendent thresholds for ultrasonic C-scan image segmentation. A 316L stainless steel sample manufactured by
selective laser melting is used for ultrasonic scattering measurements with a focused transducer. Compared with
the fixed threshold used in the traditional C-scan image segmentation, the time-dependent threshold can ef-
fectively distinguish the flaw echoes from the background of structural noise. The optical microscopy mea-
surement results show that the present method can avoid both missed detections and false positives.

1. Introduction

Additively manufactured (AM) parts can be produced by selective
laser melting (SLM) process with mechanical properties comparable to
those of conventional cast parts [1]. However, the macroscopic flaws
(e.g. isolated pores, cracks, and lacks of fusion) can destroy the me-
chanical properties of SLM additively manufactured metallic material
[2]. To comply with the high safety standards, quality assurance is
pursued using ultrasonic inspection. Rieder et al. [1] and Lévesque et al.
[3] have presented online inspection methods for AM materials using
contact transducer underneath the build-platform and non-contact laser
ultrasonics, respectively. The offline inspection methods are also de-
veloped with phased array [1] and conventional C-scan approach [2].
However, the ultrasonic inspection for AM materials is still a challenge
because flaws will go undetected when the reflected echoes from the
flaws are hidden by undesirable structural noise in ultrasonic wave-
forms.

The structural noise is known as the ultrasonic backscattering
signal, which is constituted by coherent scattering waves travelling
back to the transducer in the opposite direction of the incident ultra-
sonic wave [4]. The scattering of ultrasonic wave is caused by acoustic
impedance differences existing within the propagation medium, which
has a significant detrimental effect on nondestructive testing applica-
tions [5]. Due to the need to achieve better testing quality, the ultra-
sonic structural noise has been an active research topic for the past
decade [6]. Moreover, the fact that the ultrasonic backscattering signal
carries important information on the geometric and elastic properties of

the material microstructure, which leads to intensified interest in ul-
trasonic scattering measurements and modeling [7].

If there are no porosity and nonmetallic phase in the propagation
medium, the structural noise can be also recognized as the grain noise.
The first realistic model of grain noise was developed by Rose [8]. Han
and Thompson [9] extended Rose’s work to the scattering in hexagonal
polycrystalline materials with duplex microstructures. The grain noise
model for polycrystals with arbitrary crystallite and macroscopic tex-
ture symmetries was developed by Li and Rokhlin [7]. However, all of
these works are in frequency domain, which can be used in material
characterization but are hardly applicable to flaw detection. Recently,
Ghoshal and Turner [10] have developed a time-dependent grain noise
model called singly-scattered response (SSR) model, which produces
equivalent results and behaviors as the model in the frequency domain.
The theoretical SSR model assumes that the ultrasonic waves scatter
only once from the microstructure, and includes the three parts: ex-
perimental calibration, backscatter coefficient, and the transducer
beam pattern [10].

More recently, Song et al. [11] developed a forward backscattering
model to estimate the upper bound of grain noise based on the SSR
model [10,12] and extreme value theory [13]. The upper bound can be
regarded as the time-dependent threshold in ultrasonic inspection and
used to locate the flaws automatically; however, the previous SSR
model [12] is not applicable for the strongly-scattering stainless steel
alloy fabricated by SLM, whose structural noises are attributed to not
only the columnar grain, but also the inherent porosity, texture and
residual stress. Additionally, the effect of grain noise’s non-zero spatial
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average on the theoretical bound is ignored [11].
In this work, we highlight the experimental bounds of structural

noise from SLM stainless steel, in which the ultrasonic waves are con-
sidered multiple scattering. A predictor-corrector algorithm for mea-
suring the experimental bounds is given in terms of the extreme value
statistics; both the spatial standard deviation and spatial average of
structural noise are taken into consideration. Finally, the experimental
bounds are used in ultrasonic inspection, and the present method is
verified with a 316L stainless steel sample fabricated by SLM.

2. Method

When the ensemble was obtained by collecting waveforms at dif-
ferent spatial locations on the sample, the spatial average and standard
deviation of an ensemble of collected ultrasonic waveforms are [14].
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where i denotes the i-th waveform in the ensemble containing a total of
N normally distributed waveforms and V t( )i is the time-dependent
amplitude (typically a voltage) of the i-th waveform. The spatial
average and standard deviation at time t refer to the concentration and
dispersion of backscattering data from different lateral transducer po-
sitions, and they are denoted by the superscript exp to emphasize that
they are experimentally measureable parameters. Notice that V t( )i are
assumed to be distributed in a Gaussian manner at all depths, even in
the focal zone [15].

Based on the fundamental assumption that V t( )i belongs to a normal
distribution, the extreme value statistics [13] can be introduced to
describe the relationship between the maximum/minimum amplitudes
in the ensemble =A t V t( ) max{ ( )}imax

exp or =A t V t( ) min{ ( )}imin
exp , spatial

average μ t( )exp and spatial standard deviation σ t( )exp . More strong as-
sumptions are used here: (1) the polycrystalline materials should be
strictly statistically homogeneous; (2) there are no vertical offsets to the
baseline signal; (3) the effects of measurement system (e.g. electro-
magnetic interference, averaging time, scanning speed, etc.) can be
neglected; (4) the separation between two consecutive transducer po-
sitions should be large enough that the two backscattered signals are
fully uncorrelated. All of these assumptions are used to ensure that all
the waveforms are independent and identically distributed (IID).

Assuming that V t( )i are normally distributed and that A t( )max
exp and

A t( )min
exp obey the Gumbel distribution, then, taking advantage of the

useful properties of the Gumbel distribution, the upper bound of
A t( )max

exp and the lower bound of A t( )min
exp can be given as:
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where α is the confidence level. The normalization constants a t( )N
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where μ t( )exp and σ t( )exp are the time-dependent spatial average and
standard deviation curve, and N denotes the number of waveform. In
practice, the bounds of structural noise can be used to establish am-
plitude thresholds to be triggered by a flaw echo. Therefore, Eq. (3) is
the primary result of this article.

To reduce the error of the bounds, an ideal reference sample

without any flaws is required, but this is unrealistic in practice. Besides,
some flaws could be missed if a large scanning step is used to acquire
independent backscattered signals. Thus, a predictor-corrector algo-
rithm, or a self-referenced method, is introduced here to establish the
bounds with smaller step. First, the predictor step: (1) choose a subset
V t( )j from V t( )i with a large enough virtual scanning step, where V t( )j
should include at least 1000 independent backscattered signals; (2) use
the subset V t( )j to acquire U t( )exp and L t( )exp . Next, the corrector step:
(1) remove the waveforms >V t U t( ) ( )j

exp or <V t L t( ) ( )j
exp form V t( )j ,

which might be flaws echoes; (2) get a new subset ̂V t( )k and use it to
acquire ̂U t( )exp and ̂L t( )exp . Finally, ̂U t( )exp and ̂L t( )exp can be used to
identify flaw echoes in the original ensemble V t( )i . Finally, the experi-
mental bounds can be obtained even when the waveforms scattered
from the flaws are used.

To verify the present method, a few numerical examples were given
by the Monte Carlo simulations. In the simulations, the number of data
generated randomly was n, which means the sample size of subset V t( )j
is n. Assume that the number of data points from the backscattering
signal in the ensemble is Mn, and the number of data points from the
anomalous flaw echo signal in the ensemble will be −M n(1 ) , where

⩽ ⩽M0 1. When the scale factor =M 1, all data are from the back-
scattering signal. On the other hand, when =M 0, all data are from the
flaw echo. The following three conditions are assumed in the simula-
tions: the backscattering data belong to the normal distribution
N (0,0.1)0 , one half of the anomalous flaw echo data belong to the
normal distribution −N μ σ( , )1 1 1 , and the rest of the flaw echo data be-
long to the normal distribution N μ σ( , )2 2 2 . The predicted bounds and
corrected bounds can be calculated with confidence levels α and ̂α ,
respectively. As Fig. 1 shows, the quantile-quantile plots are used to
show four different simulation cases. Fig. 1(a) indicates that if the
amplitude of flaw echo was dramatically larger than the amplitude of
backscattering signal, both the predicted bounds and corrected bounds
can identify the flaw easily. The data points within the predicted
bounds constitute a new subset. Because all the flaw echo data in the
initial subset were removed, the corrected bounds given by the new
subset can be made much narrower while maintaining the same con-
fidence level. Fig. 1(b) shows all the flaw echo data can be identified
and the simulated amplitude difference between the backscattering
data and flaw echo data was only 3.15 dB (lower than the requirement
of 6-dB in British Standard EN 12680-1:2003). As shown in Fig. 1(c),
when the proportion of flaw echo data at time t is larger than 1%, the
presented self-referenced method breaks down, because the flaws are
widely distributed at one layer in the sample. Fig. 1(d) shows that the
confidence level can be enhanced in the corrector step, and all the flaw
echo data can still be identified when the simulated amplitude differ-
ence was 5.22 dB (also lower than 6 dB).

3. Experiments

3.1. Preparations

To illustrate the application of the proposed methodology, a 316L
stainless steel sample (size 40mm×40mm×15mm, mass 196.34 g,
volumetric porosity 0.38%) fabricated by SLM was used to conduct the
ultrasonic experiments. The volume fraction was measured by the
Archimedes method. The sample was produced by Farsoon F271M at a
laser power of 180W; it should be noted that a lower laser power than
the usual 225W was intentionally used to produce more flaws in the
specimen. The laser scanning velocity was 1000mm/s, the hatch spa-
cing was 0.09mm and the layer thickness was 0.03mm. All processing
occurred in a nitrogen environment with less than 0.1% oxygen to
avoid oxidation and degradation of the material during the process
[16]. In the SLM process, the sample was heated tautologically by the
heat transfer from the uppermost laser all the time, which leads to the
residual stresses in the samples. Thus, to prevent the sample from
cracking by residual stresses, stress relief annealing was conducted after
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the SLM process.
As shown in Fig. 2(a), a standard alternating X/Y raster scanning

strategy was adopted during the SLM process, which features bidirec-
tional hatches of a layer ‘n’ performed in Y-axis whilst the next layer
‘n+1’ turned 67° [16]. Moreover, the laser scanning velocity, hatch
spacing, and layer thickness are demonstrated in Fig. 2(a). An etchant
of 20% HF+10% HNO3 + 70% H2O was used to etch three cross-
sections for 20min [17], then optical micrographs (OM) were obtained
by an Olympus BX53M metallographic microscope. With low magnifi-
cation (100x), Fig. 2(b) shows OM images of the fabricated 316L

stainless steel sample in three mutually perpendicular planes. Regular
laser melted tracks associated with the alternating 67° filling strategy
are shown clearly in X-Y plane. Also, the SLM formation features of
layer by layer superposition are observed in Y-Z/X-Z plane. By using the
linear intercept method [17], the length and width of the columnar
grains can be measured as 448.8 ± 92.7 μm and 87.6 ± 3.7 μm, while
the layer thickness is measured to be 37.8 ± 4.9 μm. The grain size
measurements in three directions are approximately normally dis-
tributed.

Via Fig. 2(b), not only the columnar grains, but also the micro-pores

Fig. 1. Numerical examples simulated by the Monte Carlo method. (a) M=0.99, μ1= μ2= 1, σ1= σ2= 0.01, α = ̂α =99%, (b) M=0.99, μ1= μ2= 0.5, σ1= σ2= 0.01, α =
̂α =99%, (c) M=0.95, μ1= μ2= 0.5, σ1= σ2= 0.01, α = ̂α =99%, (d) M=0.99, μ1= μ2= 0.6, σ1= σ2= 0.01, α =99%, ̂α =99.99%.

Fig. 2. The relationship between the laser scanning strategy and the microstructure of 316L stainless steel. (a) laser scanning strategy used in SLM experiments and the orientation of the
built sample. (b) microstructure in three mutually perpendicular planes that depicts the typical columnar grain structures.
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can be observed. This kind of micro-pores is distributed and attributable
to the inherent nonzero porosity of the 316L stainless steel fabricated by
SLM. Prior knowledge of micro-pores is necessary. Therefore, the
sample was re-polished and observed over two mutually perpendicular
planes X-Y and Y-Z by the microscope with higher magnification
(200x). Fig. 3 shows the microstructure of micro-pores in X-Y plane.
The length, width, and area of these two typical binary images of micro-
pores are measured and shown in Fig. 3. The shapes of the micro-pores
are characterized by two parameters, length-width ratio and wrinkled
degree. The wrinkled degree is defined as the ratio of the square of
perimeter and area based on the isoperimetric inequality [18]. The
orientation of micro-pore is described as the angle between the pre-
ferred direction of micro-pore and the horizontal direction of the OM
image. For examples, the micro-pore A is larger, longer, more wrinkled
and more tilted, and the micro-pore B is more similar to a circle and
more smooth.

Because the size, shape, and orientation of the micro-pores are
random, the properties of micro-pores are measured and analyzed sta-
tistically. Fifty OM images of 316 stainless steel sample fabricated by
SLM were individually captured in X-Y and Y-Z planes. As shown in
Fig. 4(a)–(e), the distributions of the porosity characteristics in X-Y
plane are non-Gaussian. The angle distribution of micro-pores in Y-Z
plane is shown in Fig. 4(f). The other distributions in Y-Z plane are
similar to those in X-Y plane. Additionally, the median, the lower-
quartile and upper-quartile of the micro-pore properties are shown in
Table 1. The median values of length and width of the micro-pores are
∼4.0 μm and ∼2.8 μm, and these two values are the key comparative
parameters in the following macroscopical flaw detection experiments.
Furthermore, most shapes of the micro-pores are relatively circular and
smooth. Most orientations are parallel to horizontal direction or vertical
direction of the OM image. Although the reasons for these orientation
distributions are beyond the scope of this paper, the micro-pores par-
alleled to the horizontal direction in Y-Z plane were generally con-
sidered to be resulted from the microscopic lack of fusion of two ad-
jacent layers of powders.

3.2. Ultrasonic measurements

As shown in Fig. 5, normal incidence pulse/echo measurement was
conducted in a water immersion tank using a JSR DPR 300 pulser/re-
ceiver, a 15MHz focused transducer (2-in. focal length, 0.5-in. element
diameter), a 200MHz DAQ card and a computer-controlled micro-
positioning system. The gain of DPR 300 was set at 73 dB. The ultra-
sonic C-scan plane is parallel to the X-Y plane of the sample.

Material path is a key experimental parameter of immersive C-scan
with a focal transducer, which is the distance between the front-wall of

the sample and the focus point in the sample. To set the material path,
the longitudinal wave velocities are measured in three mutually per-
pendicular directions using an echo overlapping algorithm [19]. The
experimental velocities were 5749.5 ± 5.9m/s, 5701.3 ± 6.2m/s,
and 5695.6 ± 5.5m/s in directions z, x, and y, respectively. The ma-
terial path was then chosen as MP=6mm, so the water path, distance
from the transducer surface to the front surface of the test sample, can
be calculated by

= −WP F c
c

MP,L

f (5)

where F is the focal length, and cf and cL are the longitudinal wave
velocities in water and in the z direction of the sample, respectively;
thus, the water path was set as 27.58mm. Moreover, the velocities in
three mutually perpendicular directions also revealed the overall ani-
sotropy of the sample. According to the analogous microstructures in Y-
Z and Z-X planes as Fig. 2(b) shown, the velocities measured in direc-
tions x and y were the same. However, due to the microstructure dif-
ference, the velocity measured in z direction was relatively larger
compared to the velocities in other two directions. It also indicates that
the effective elasticity modulus in z direction is relatively larger, and
the sample is verified to be macroscopically anisotropic.

The original ensemble V t( )i was obtained from the C-scan of the
sample at different spatial locations. Within a rectangular grid of
32.5 mm×34mm over the sample, 111,166 (326× 341) waveforms
were recorded; the scanning step was 0.1 mm, which matched the hatch
spacing of SLM. However, most of them are not independent. Thus, the
predictor-corrector algorithm was used to correct the independent
sampling size with a virtual scanning step and to calculate the bounds
of the structural noise. The virtual scanning step should be decided with
the spatial correlation coefficient (SCC) of the structure noise [6], as-
suming SCC≤ 50% is acceptable. In this measurement, SCC was
∼92.99% if the virtual scanning step is 0.1 mm, and ∼48.14% if the
virtual scanning step is 0.9 mm. Therefore, a subset V t( )j was chosen
from V t( )i to agree with the IID condition that the virtual scanning step
is 0.9mm, so the number of subset V t( )j is N=1406 (37×38). Then
the predicted bounds U t( )exp and L t( )exp can be obtained, and the
confidence level was set as 99.99% in the predictor step. We can see 16
flaws from Fig. 6, whose echoes satisfy the condition that

>V t U t( ) ( )j
exp or <V t L t( ) ( )j

exp . As the flaw echoes were removed, the
rest number of new subset ̂V t( )k is 1390. Fig. 7 is the quantile-quantile
plot of ̂ =V t( 42 μs)k . From Fig. 7, we can see that the quantiles of
structure noise is linearly dependent on the standard normal quantiles,
thus the distribution of structure noise is approximate to normal dis-
tribution, which establishes the basis that Gumbel distribution works
for the material we studied. Next, ̂V t( )k was used to acquire the bounds

Fig. 3. A typical micrograph of micro-pores in X-Y plane. Two magnified binary images of micro-pores A and B are analyzed.
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Fig. 4. The distribution diagrams of the porosity characteristics (a) length distribution in X-Y plane, (b) width distribution in X-Y plane, (c) length-width ratio distribution in X-Y plane,
(d) wrinkled degree distribution in X-Y plane, (e) angle distribution in X-Y plane, (f) angle distribution in Y-Z plane.

Table 1
The overall characteristics of porosity.

Plane Length (μm) Width (μm) Area (μm2) Length-Width Ratio Wrinkled Degree

X-Y 3.9 (2.9, 5.8) 2.7 (2.4, 3.2) 8.7 (5.5, 14.1) 1.4 (1.1, 1.7) 13.9 (13.2, 16.2)
Y-Z 4.1 (3.0, 5.9) 2.8 (2.5, 3.3) 9.0 (5.9, 15.0) 1.3 (1.1, 1.8) 14.0 (13.2, 16.1)

(Notes: the value outside the round brackets in this table is the median value, and the values inside the round brackets are the
lower-quartile and upper-quartile, respectively).
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̂U t( )exp and ̂L t( )exp , and the confidence level was chosen as 99.9999% in
the corrector step.

The relationship between the maximum/minimum amplitudes of
̂V t( )k , ̂U t( )exp and ̂L t( )exp is shown in Fig. 8. Because ̂V t( )k is totally

covered by the corrected bounds within the time gate from 38 to 42 μs,
it can be regarded as a clear part of the SLM sample. The theoretical
upper boundU t( )theory and lower bound L t( )theory based on SSR [12] are
also shown in Fig. 8, but these bounds are undesirable since the A t( )max

exp

and A t( )min
exp cannot be included in these bounds. Moreover, Fig. 8 shows

a natural structural noise and a typical flaw echo from an isolated pore
(flaw No. 1 will be discussed later) distinguished by the experimental
bounds. The experimental bounds were then used as time-dependent
thresholds to segment the C-scan image and test flaws. As shown in
Fig. 9, several flaws were detected and their depths were different.

3.3. Analysis and discussions

For comparisons, the theoretical bounds based on the SSR model in
Fig. 8 are used again as time-dependent thresholds in Fig. 10(a).
Fig. 10(b) and (c) shows the C-scan images segmented by fixed
thresholds of 0.5 V and 1.5 V, respectively. In order to analyze and
verify the effectiveness of the present method, regions No. 1 to No. 4 as
shown in Figs. 9 and 10 were used for optical microscopic measure-
ments with 200x magnification. The sample was dissected by wire
cutting based on the time of flights of the flaw echoes. The cubes were

then polished and examined. As shown in Fig. 11, the size of flaws in
regions No. 1, No. 2, and No. 3 were about ϕ 88 μm, 464×93 μm and
156× 66 μm, respectively. Comparing the flaw size, the columnar
grain size and the micro-pore size, we can see that the detectable flaw
size is smaller than the grain size but much larger than the micro-pore
size. Flaw No. 3 with an irregular shape is a lack of fusion, which was
induced by the insufficient melting of the powder particles [20]. The as-
formed molten pool size is small at low laser energy density, thus
limiting the contact area between the molten pool and the powder
particles and leading to the irregular pores of No. 1 and No. 2. Now we
can see that, flaw No. 1 is missed in Fig. 10(c) with the traditional fixed
threshold method, and that region No. 4 is a false positive in Fig. 10(a)
and 10(b) since no flaw actually exits there.

Since the noise is very bad in Fig. 10(d); the time-dependent
thresholds with the SSR model do not work and the segmented image
looked the same as the raw C-scan image without segmentation. One
possible reason for this result is that the SSR model breaks down and
underestimates the backscattering amplitude from polycrystalline me-
tals with porosity and texture. In addition, as a sample fabricated by
SLM without artificial flaws inside, we can never know the optimal
fixed threshold. If the fixed threshold is not high enough, the structural
noise will be dominant and this leads to the false positives as in the case
of region No. 4. If the fixed threshold is too high, the flaws are usually
missed as in the case of flaw No. 1.

Although the present method has been shown to improve the in-
spection capability for the SLM materials, it has the following limita-
tions: (1) statistical homogeneity of the materials is required; (2)
measured backscattering data are not exactly normally distributed, so a
higher confidence level is necessary; (3) the effects of confidence level
and virtual scanning step on the inspection results are unknown; (4) the
experimental bounds are not applicable for parts with complex curved

Fig. 5. The schematic of ultrasonic scattering measurement setup for pulse-echo config-
uration.

Fig. 6. The ultrasonic C-scan images of the virtual
scanning subset V t( )j segmented by the predicted

bounds (a) image of amplitude (b) image of time-
of-flight.

Fig. 7. The quantile-quantile plot of structure noise data in subset ̂Vk at 42 μs.
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surface because the spatial average and standard deviation cannot be
obtained, and a multiple scattering response model for AM materials is
needed in order to give the theoretical bounds for parts with complex
curved surface; (5) the present method is not applicable to testing
distributed flaws like porosity. Further research should be focused on
ultrasonic evaluation of porosity in additively manufactured materials,
and the ultrasonic velocity and attenuation methods have shown their
potential in evaluating porosity [21]. These are some of our current
efforts and will be addressed elsewhere.

4. Summary

In this work, the ultrasonic backscattering data induced by micro-
structure in additively manufactured material were measured using
extreme value statistics. The experimental maximum/minimum am-
plitudes of collected waveforms are directly related to the spatial
average and standard deviation of those waveforms in the extreme
value theory. Then, a predictor-corrector algorithm was introduced to
derive the experimental confidence bounds on the maximum/minimum
amplitudes without the need for a reference sample. The most im-
portant application of the present method is to inspect the flaws inside
the additively manufactured samples under high gain. The

Fig. 8. The relationship between the experimental
bounds, the maximum/minimum amplitudes, a nat-
ural structural noise and a typical flaw echo from an
isolated pore. The theoretical bounds are based on
SSR model. The confidence levels of the bounds are
99.9999%.

Fig. 9. The ultrasonic C-scan images segmented
by the present method (a) image of amplitude, (b)
image of time-of-flight. In these two images, the
non-zero value represents a segmented pixel.

Fig. 10. The ultrasonic C-scan images segmented by different methods. (a) time-dependent thresholds with SSR model, (b) fixed threshold of 0.5 V, (c) fixed threshold of 1.5 V. In these
images, the non-zero value represents a segmented pixel.
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nondestructive and destructive measurement results agreed well, which
showed that the present method can effectively detect the flaws of 316L
stainless steel sample fabricated by SLM using the conventional ultra-
sonic C-scan system and common frequencies. As a matter of fact, we
regard all the signals between the front-wall and back-wall as the
structural noise, and we define the anomalous and excessive noise as
‘flaw echo’ based on statistical theory. Compared with the traditional
fixed threshold method, both false positives and missed detection are
effectively suppressed. In addition, the fixed threshold used in the
traditional C-scan method is usually determined by the inspectors ar-
tificially rather than using the automatic algorithm; however, the pre-
sent method is automatic. Future work will be focused on the extreme
value statistics of the non-Gaussian backscattering data.
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